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Nature likes to sit in the spectrum of a self-adjoint operator D.
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If you want to get a number out of the operator D, which only depends on
the spectrum, and behaves nice under direct sums, you should take

Tr(f(D)),

called the spectral action, for a function f.
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Examples:
1. Quantum Mechanics (D = H Hamiltonian, V potential, f(t) = e’ or
F(t) =)
2. Noncommutative geometry (D Dirac operator, V gauge field)
3. Noncommutative QFT (D Dirac operator, V quantum field)
4. Spectral geometry, heat expansion (D = A Laplacian, f(t) = e ")



Let H be a Hilbert space, D a (possibly unbounded) self-adjoint operator in
H, V"=V e B(H). Let f : R — R be smooth and of rapid decrease, which
acts by functional calculus on D or D 4+ V. We want to know

dn
dtn

f(D 4+ tV)]¢=o.

When does it exist and how can we calculate it?
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For f(t) = -X (z € C\ R) this becomes easy. Then
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Now for any f. Trick! Write
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Example: D = (O )\2), V= (1 0). In our example,
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f(D V)= — - D) "V(z-D
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where we have introduced the divided difference f [1]()\0, A1) = =)

Mo
[n—1] _
More generally, f‘[n](Ao7 s An) _ f! (AO"“,i\g:;)n f(Almu,)\n).
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How to understand 1 FW f(D +tV)?
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Suppose ¢ : R™! — R is measurable and can be written as
d(Xoy ..oy An) = / do ao(Xo, o) -+ an(An, o)
b

for some measure space (X,0), and each aj : ¥ x R — R is nice enough. We
define [Peller 2006, Azamov, Carey, Dodds, Sukochev, 2009] the Multiple
Operator Integral

T¢?(V1, VAR / do ao(D,o)Viar(D,o) - Vaan(D, o).
b

This defines a (well-defined!) multilinear operator
TD : B(H) x - x B(H) — B(H).
One often sees ¢ = "l not in the least because

1d"
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If £(M € [ then ¢ = I splits as above. (Because of
Case n=0: TP() = (D).

If D and Wi,...,V, all commute then
TO(Vi,...,Va) =¢(D,...,D)Vi--- V,.

Credit n = 1: Daletskii, Krein, Lowner, Krein, Birman, Selomyak
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So we have a taxonomy. Does it help?
Résumé: The Multiple Operator Integral is a multilinear operator

TS i B(H) x - x B(H) — B(H),
defined by

TY(Va,..oy Vo) = / do ao(D,0)Viar(D, o) - - Vaan(D, o).
>

When Vi,...,V, € 8" then T)(V4,...,V,) € S™.
However, V is often not in §". (E.g., multiplication operator.) Sometimes
(D — i)™t is, and more often V(D — i)™ is.



Suppose that D is selfadjoint in a Hilbert space H, and V = V* € B(H),
such that V(D — i)™' € 8" is Schatten n-class. Suppose f € C' s.t.

7, 1?’7(?11\)’ € L' Let u(x) :=x — i. We have
()™ (Mo, M) = F(Ro, A1) + FH (o, A )u(A)
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Suppose that D is selfadjoint in a Hilbert space H, and V = V* € B(H),
such that V(D — i)™' € 8" is Schatten n-class. Suppose f € C' s.t.

7, 1?’7(?11\)’ € L' Let u(x) :=x — i. We have
()™ (Mo, M) = F(Ro, A1) + FH (o, A )u(A)

SO
FB o, A1) = (A (Ao, M) (M1 — 1) = Fo) (M1 — )7
Therefore,

Th(V) = Tou(V(D —i)™) = F(D)V(D - i)

Hence Tf[’ll(V) € 8". [Skripka, Chattopadhyay, 2013] This argument
extends to higher order and to more relaxed assumptions on V and D. In
particular,

Vi(D-i)y eS8 = Th(W,...,V,) e S

[Skripka, vN, 2021]



Applications in nature:
1. Spectral shift function for operators in Quantum Mechanics
2. Cyeclic cocycles in noncommutative geometry
3. Noncommutative quantum field theory

4. Heat-trace expansion



Application 1: we find function 7, [Skripka, vN, 2021] such that

THA(D + V) - Z ST+ V)| = [,

thereby extending [Krem, 1953] to higher order (n>1).
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Application 1: we find function 7, [Skripka, vN, 2021] such that

THA(D + V) - Z ST+ V)| = [,

thereby extending [Krem, 1953] to higher order (n>1).
With the use of multiple operator integrals, we were able to prove that
N, € LY(R & ). This has been known so far only in weaker contexts.

' V/ 1+x2

Our milder assumptions bridge the gap between theory and application.
Examples are D = A, D = A+ V, D =D in quantum theory and NCG.



Application 2:

Theorem (van Suijlekom, vN, 2021)

Let (A, H, D) be an s-summable spectral triple.
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k=1

where ¢ 1= —2k1)! This series converges absolutely.
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Theorem (van Suijlekom, vN, 2021)

Let (A, H, D) be an s-summable spectral triple.

Tr(f(D+ V) - £(D)) = Z (Ck/ csok—1(A) + ﬁ/ Fk> ,
k=1 $2k—1 ok
where ¢ : % This series converges absolutely.

Tr(f(D + V) — f(D)) = ZTr(TfD[n](V, V)

n=1
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Application 3: Introducing quantum fields,

v,
Lo
(Vi Vi) = ﬁp% + S HJ‘\-._/S T,
v, " VIWMEH-;
~~~~~~~~~ v,

we obtain

Theorem (van Suijlekom, vIN, 2022)

There exist cyclic cocycles (¢, %, ...) and (¢, #%,...) such that for all
‘finite-dimensional’ V' = 3", a;[D, bj], A= }_; a;db;, we have asymptotically

Z%«V""’V»}VL ~ g <Ck /wQ’H csok—1(A) + ;k/qaé\lk Fk>.

n=1 k=1




Application 4: Local invariants in the asymptotics of
Tr(e ™)

as t — 0 for the Laplacian A of any conformally deformed noncommutative
torus. Previously only in special cases.
[Connes,Moscovici, Tretkoff, Fathizadeh,Khalkhali,many more] Answer in
higher order and for any dimension: uses multiple operator integrals.
[Sukochev, Zanin, vN, 2023]
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